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There is a new trend… MultiCloud
Benefits à 
- Get the best out of the Cloud Providers by cherry-picking the services
- Cost savings
- You dictate which technologies to deploy, not your vendor
- We can serve our by client proximity

Challenges à
- Latency 
- High Complex Architectures
- No transparency
- High networking & infrastructural costs (DC Locations)
- More attack surface
- You most need to know what you gonna want and have a good design



How many of you identify with this 
picture?



Today is your lucky day, because we 
will be in a scenario of a networking 
architect which will have to implement a 
hybrid multi-cloud architecture*…

* We already have the hybrid architecture 
(directly connected)



Requirements from the CTO – Hybrid Multi-Cloud

- Have the minimum possible latency between clouds
- Reduce the complexity of the architecture
- Transparent & Secure Solution
- The connections must be Redundant, High Available and Resilient
- We need SLA 
- It has to be a High-performance network
- Cost-Effective



What should we do now?

A

C

B

D Leave the company Ask an expert

Go to LourdesGently say NO





DE-CIX at a glance – the largest carrier & data center 
neutral interconnection ecosystem in the world

Asia Pacific (x9)
Brunei, Chennai, Delhi, Kuala 
Lumpur, Kolkata, Johor Bahru, 
Manila, Mumbai, Singapore

North America (x5)
Chicago, Dallas, New York, 
Phoenix, Richmond

EMEA (x31)
Aqaba, Athens, Baghdad, Barcelona, Berlin, Bucharest, Copenhagen, Dubai, Dusseldorf, 
Esbjerg, Frankfurt, Hamburg, Helsinki, Istanbul, Kinshasa, Kristiansand, Lagos, Leipzig, 
Lisbon, Madrid, Marseille, Munich, Oslo, Palermo, Prague, Ruhr region, Sofia, Tripoli, Warsaw

45
internet & cloud
exchanges

3,000+
connected networks

1,000+
data centers

119+
Tbit capacity

600+
cities

50+
cloud partners



DE-CIX Edge Devices



DE-CIX Core Devices

Evolution of the DE-CIX network



What is a Cloud ROUTER?

And in the Nokia naming?

Documentation

It is a virtual router, executed redundantly in our carrier-grade equipment inside of the DCs where we are 
present, that allows multi-cloud and hybrid-multi-cloud operations for our customers

• It´s Metro Based and runs where needed
• Automatically Expands
• Guarantees the lowest possible latency with the maximum performance à (Up to 400Gbps)

Virtual Private Routed Network Service à VPRN

https://documentation.nokia.com/html/0_add-h-f/93-0076-10-01/7750_SR_OS_Services_Guide/services_con_vprn.html


VPRN Service Overview



VPRN Service Overview



Stage 1: 
Our CTO wants us to interconnect the DBs in Azure Amsterdam 
with the computing instances in AWS Frankfurt.

• They need a Resilient, Redundant & High Available way to interconnect the clouds
• With the minimum latency & Security
• With SLA

Stage 2:
They want to add their on-prem in MAD

To the MULTICLOUD journey… 



To the MULTICLOUD journey… 
Not so good solution, (I would not recommend it)
• To go via VPN through the public internet and not with a direct connection 
• To route back far from the clouds

ISP Solution



To the MULTICLOUD journey… 
A  good approach 
• To use a Cloud Router to interconnect the Clouds & On-prem in the closest 

metro area from the CSPs

DE-CIX Solution



Stage 1

Instance 1
Interxion FRA

Instance 2
AMS - Primary

Instance 3
AMS - Secondary

L3 routed network on 
DE-CIX global Apollon 

platform

Cloud Router in Frankfurt
3 instances à 1 Cloud Router

We create a CR in 
FRA, and we
interconnect the 
Clouds
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• Resilient ❌
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Stage 1
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towards AWS



Stage 1
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Instance 4
Equinix FRA



DEMO TIME!
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Stage 2

Instance 1
Interxion FRA

Instance 2
AMS - Primary

Instance 3
AMS - Secondary

L3 routed network on 
DE-CIX global Apollon 

platform

Cloud Router in Frankfurt
5 instances à 1 Cloud Router

Instance 4
Equinix FRA

We have to add the customer DC



Stage 2

Instance 1
Interxion FRA

Instance 2
AMS - Primary

Instance 3
AMS - Secondary

L3 routed network on 
DE-CIX global Apollon 

platform

Cloud Router in Frankfurt
5 instances à 1 Cloud Router

Instance 4
Equinix FRA

Customer 
port in MAD 

ACCESS

Instance 5
MAD

The customer is connected



Optimal Solution



IX API – Automating the networks
• Initiative by AMS-IX, DE-CIX and LINX

• Open Source API for provisioning & automating the network services at 
multiple IXs

• Standard: You don´t have to handle numerous different APIs in different IXs

• Implementation costs for customers can be lowered drastically

• Will overcome the manual provisioning of interconnections, 
it can be error-prone and time-consuming

• Available 24/7/365

https://ix-api.net/
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Q&A
THANK YOU 

Luis Horvath 
Luis.horvath@de-cix.net
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