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We have digitalized everything…
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…and sourced it out of Europe
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And just like that…

We get cheap manufactures 
from China, affordable gas 
from Russia, and free Internet 
stuff from the US!! 
Globalization is great!!!

2015 2016

Brexit, Trump, 
“America First”

2020

Covid-19, Supply 
chain shocks

2022 Feb

Russia invades 
Ukraine

ChatGPT

2022 Nov

Strategic autonomy: 
defend European 
interests in a hostile 
geopolitical environment

Strategic autonomy: 
mitigate economic 
dependence on foreign 
supply chains

European sovereignty: 
reduce dependency on 
energy (and raw materials, 
semiconductors, digital 
technologies, food…) 

ESNOG-34
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100 million users

The AI boom
Time to 100 million users

9m2m 2y 3years 10years 16years 75years
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And yet again…
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EU had taken some action… 
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…where AI GigaFactories play a key role…
AI Gigafactories
• Objective: train and develop complex AI models
• 4x more powerful than AI Factories
• €20 billion mobilised by InvestAI
• Deploy up to 5 Gigafactories

• The AIGF initiative is a once-in-a-generation chance for Europe to establish world-leading AI 
infrastructure. By building facilities with 100,000+ advanced AI processors, Europe can match 
or surpass global leaders, securing strategic autonomy and reducing reliance on foreign 
technology. 

• It strengthens Europe’s ability to independently develop, deploy, and regulate advanced AI 
systems, ensuring alignment with European values and regulatory frameworks. 

• The establishment of a single AI Gigafactory is estimated to require significant investments, 
encompassing both capital expenditures and operational expenses. Given the magnitude of 
the necessary investment, these AI Gigafactories will be implemented through public-private 
partnerships and innovative funding mechanisms.

ESNOG-34
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How do you build an AI Gigafactory

Physical Infrastructure
Data Center Provider | Energy Provider

Core Technology
AI chips  |   Storage  |  OEM   |  Networking

AI Development and Innovation

LLMs   |   National R&E Institutions

GOVERNANCE & INVESTMENT

Public Sector | Private Investors 

GSI

IN
TE

GR
AT

IO
N

AI Computing Infra Operation

GPUaaS | Sovereign Cloud

Consortium model & Possible roles Example companies in South Europe

Technology/Integration  PartnerConsortium InvestorRoles

Public Sector 

Private 
Investors 
LLMs

National R&E 
Institutions

GPUaaS

Sovereign Cloud

GSI

AI Chips

Storage

Networking

OEM

Data Center 
Provider 
Energy 
Provider 
Others

ESNOG-34



What’s the Problem?

• Endpoints are fast, load is high

• Flows are few and high bandwidth

• RTTs are short

• Flows are synchronized

• Completion time determined by slowest flow

AI and HPC networks are different

Vanilla networking doesn’t meet the needs
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Networking in an AI Gigafactory
AI clusters

Backend network
Infiniband / Ultra Ethernet

Frontend network
Ethernet

Inference cluster

CPU CPU CPU CPU
Dedicated Storage

Shared StorageManagement

Training cluster 

400G/800G

100G+

GPUGPU GPU GPU GPU GPU

GPU GPU

GPU CPU CPU CPU CPU

GPU GPU
CPU CPU CPU

ESNOG-34
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CLOS vs rail-optimized vs rail-only

Uplinks to spines re-purposed to connect 
more GPU servers (times 2 vs rail-optimized)

CLOS Rail-optimizedRail-only

Due to nature of traffic patters 
of AI models not fit for modern 
AI back-end (but it does for 
Front-end and Storage)

Meta/MIT Rail-only paper

https://arxiv.org/pdf/2307.12169
https://arxiv.org/pdf/2307.12169
https://arxiv.org/pdf/2307.12169
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Rail-Optimized Fabric: Scaling up to 262,144 GPU’s

…
Server 1 Server 64

R1 R2 R3 R4 R5 R6 R7 R8
Rails

SU 1 SU2

S57 S58 S59 S60 S61 S62 S63 S64

Spines, Zone 1

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16

Core Plane 1

S1 S2 S3 S4 S5 S6 S7 S8

C49 C50 C51 C52 C53 C54 C55 C56 C57 C58 C59 C60 C61 C62 C63 C64

…
Server 64Server 1

Rails

SU 512SU 511

S8S7S6S5S4S3S2S1

Spines, Zone 64

Core Plane 32

S64S63S62S61S60S59S58S57

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16

C49 C50 C51 C52 C53 C54 C55 C56 C57 C58 C59 C60 C61 C62 C63 C64

Intra-SU: rail topology
R1 R2 R3 R4 R5 R6 R7 R8
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Spine Layer – organized into zones

• PAYG architecture
• 1 zone per 4k GPUs (8 SU’s)
• Up to 64 spines per zone
• Up to 64 zones per cluster

Core Layer – organized into planes

• PAYG architecture
• Core interconnects spines across all zones
• Core layer organized into multiple planes
• Up to 64 cores per plane
• Up to 32 planes

• 8 rails per SU (suitable for HGX servers w/ 8 
NIC’s)

• SU scale: up to 64 HGX servers / 512 GPU’s per 
zone

8x400GE 
per server

• Nx400GE or 800GE uplinks
• Nx400GE – dual-connector 

OSFP/QSFP-DD utilized
• No oversubscription

• Nx400GE or 800GE uplinks
• Nx400GE – dual-connector 

OSFP/QSFP-DD utilized
• No oversubscription

• Pluggable optic selected to 
optimize reach & cost

• 400G VR4 (MMF) < 50m
• 400G DR4 (SMF) < 500m

ESNOG-34
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RDMA is a great concept
Remote Direct Memory Access
• RDMA enables direct access/transfer to/from memory

• CPU kernel bypass, zero-copy
• HW loss detection, retransmission, loss recovery

IB link layer

Etherne
t

W
it

ho
ut

 R
D

M
A

InfiniBand or
RoCEv2

RD
M

A

• Infiniband (IB) and RDMA over IP (ROCEv2) are RMA implementations
• IB proprietary and limited nr of endpoints (16 bits – reserved address spaces)
• Nvidia also offering ROCEv2 via Spectrum-X platforms
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A Tale of Two Technologies
Ethernet vs. InfiniBand

Ethernet RoCEv2 InfiniBand Ethernet Advantages
Max Bandwidth 800 gbps and beyond (1.6T planned for 2026) 800 gbps Faster technology iterations on Ethernet in collaboration with 

standard bodies and large industry support. 

MTU 9216 bytes 4096 bytes Less transport overhead for efficient bandwidth utilization.

Layer 3 Support Yes Yes – recent development Highly scaled network fabric allowing ease of operations, monitoring, 
and advanced features like multi-tenancy.

Delivery Best Effort, enhanced to lossless Credit-Based Flexible transport — can scale from best-effort to lossless

Load Balancing Load Aware Deterministic Similar performance giving full utilization of all available network 
bandwidth.

Security MACsec, IPsec, multiple built-in encryption 
mechanisms

No integrated encryption Ethernet is preferable for secure data center needs

Failover & Resiliency Fast distributed failover, 20–30× faster path 
restoration

Centralized subnet manager slows recovery 
and re-routing

Ethernet excels in rapid recovery scenarios.

Congestion Management Yes (ECN + PFC) Yes Leverages widely adopted Ethernet mechanisms (ECN, PFC) providing 
similar performance to InfiniBand.

Interoperability Open and standards based Closed ecosystem Open system allows more vendor options and better price bargains.

Management SW Open source and vendor specific options available Vendor specific Broad vendor ecosystem enables flexible management strategies 
using both open-source and commercial solutions.

Skillset and Toolchain 
Ecosystem

Broad talent pool, DevOps-friendly tools Niche expertise- small pool, limited tools Large pool of highly skilled Ethernet engineers as well as 30+ years 
of extensive toolchain ecosystem.

Investment Protection Specialized backend gear can be repurposed to 
other parts of the network. 

No protection Protects long-term investment by enabling hardware reuse across 
network tiers.

ESNOG-34
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The InfiniBand Lock-in Problem

Switch NICs SFPs

Management LayerDACs/AOCs/AECs

Toolchain

ESNOG-34
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Ethernet has a long history of winning…
… and is evolving for AI/HPC workloads

RoCEv2

Higher Data Rates

Priority Flow Control

Explicit Congestion Notification

Dynamic Traffic Flow Balancing

1980 
Ethernet 
standard 
based on 
CDMA/CD

Routing Switching QoS DCQCN

Bridging Switching Timing SyncE

Meanwhile competing 
technologies fade away despite 
technology advantages:

Serial P2P Token Ring

SMDS ATM

Frame Relay
Evolution for AI/HPC Workloads

UEC

ESNOG-34
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But RDMA as implemented today has restrictions
…and UEC transport addresses these challenges

• UDP -> no reliability or ordering
• In-order packet delivery requirement is limiting multi-pathing 

option
• Lossless network requirement forced because of Go-back-N 

recovery

• Congestion control (DCQCN) hard to tune, does not 
interop with application level

• Lack of integrated security

• Scale requirement increasing
• RDMA over Infiniband only supports a few 1000s of endpoints

• Multipathing RDMA

• Relaxed delivery ordering

• Rapid loss recovery

• Modern Congestions control for DC 

• Rapid startup/slowdown

• Multi-path aware

• Run on IPv4/v6 and Ethernet
• Lossy and Lossless operation
• Ordered and Unordered delivery

• Integrated security

Infiniband / ROCEv2 Ultra Ethernet

ESNOG-34



© 2025 Nokia37

UEC background

> 120 member companies
> 1550 individual contributors

Mission: Deliver an Ethernet based open, interoperable, high performance, full-communications 
stack architecture to meet the growing network demands of AI & HPC at scale

UEC specification 1.0 (11/6/2025)

ESNOG-34

https://ultraethernet.org/wp-content/uploads/sites/20/2025/06/UE-Specification-6.11.25.pdf
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NVIDIA’s Quiet Admission
Even the InfiniBand leader is betting on Ethernet

Even NVIDIA is hedging its InfiniBand bets with Ethernet. 
What should the rest of the industry be doing?

1990s  
Origins of 
InfiniBand

Spectrum-X 
Launch

This is not just a product move. 
It is a market signal. 

2022

Mellanox 
Acquisition

2020 2024

At the start of 2024, Nvidia positioned InfiniBand for "AI factories" and Spectrum-X 
Ethernet for multi-tenant clouds. Following early success with Spectrum-X, however, 

Nvidia positioned the product as its lead networking solution for AI infrastructure.

LightCounting “Ethernet, InfiniBand and Optical Switches for Cloud Data Centers”

Development in Nvidia’s 
sentiments toward Ethernet:
“Ethernet is not great for AI”
Jensen Huang, March 2024

“We're all-in on Ethernet and we have a 
really exciting road map coming for 
Ethernet.”
Jensen Huang, May 2024

ESNOG-34
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Ethernet’s Ecosystem Advantage

SwitchNICs SFPs

Management LayerDACs/AOCs/AECs

ToolchainXPUs/CPUs

Vendor Cables + 
3rd Party Cables

Vendor SFPs + 
3rd Party SFPs

Vendors Platforms + 
Open-Source and 3rd Party 

Management Tools
…

ESNOG-34
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From Today’s Ethernet to Tomorrow’s Ultra Ethernet
End-to-end developments starting at the NIC

Majority of the requirements for Ultra Ethernet start 
and end at the NIC, and how the NIC manages flow 
behavior, loss recovery, and congestion feedback.

No need for a forklift upgrade to deploy a 
next-gen transport. UE-ready fabrics are 
built on lossless ethernet features that are 
widely supported today. OS

NIC

NIC

CPU Memory Accelerator

…

Node

Switch

Switch

Fabric

UE brings unprecedented performance, scalability and simplicity to HPC. Start 
your UE journey today with traditional ethernet switches.

ESNOG-34
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Call to action

The AI race is far from over
But Europe needs to take action 
to deliver on “Thrustworthy AI” 
promise

We need to invest efficiently
Networking choices will dictate 
openess

To make Europe successful
By nurturing a European AI 
ecosystem

ESNOG-34
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Networking for AI workloads
Available collateral

Collateral
• Application note

• Videos –External - TechTalks in 10-Networking for AI 

• Podcast: Packet Pushers

• Press release: Nokia joins Ultra Ethernet Consortium (UEC)

• Web page – Networking for AI workloads

ESNOG-34

https://onestore.nokia.com/asset/214186
https://onestore.nokia.com/asset/214186
https://www.youtube.com/playlist?list=PLgKNvl454Bxd2szz9ZEyAvjGTdwF5_aW4
https://www.youtube.com/playlist?list=PLgKNvl454Bxd2szz9ZEyAvjGTdwF5_aW4
https://www.youtube.com/playlist?list=PLgKNvl454Bxd2szz9ZEyAvjGTdwF5_aW4
https://packetpushers.net/podcasts/tech-bytes/tb-why-ai-workloads-require-optimized-ethernet-fabrics-sponsored/
https://www.nokia.com/customer-success/ultra-ethernet-consortium-and-nokia-partner-to-develop-an-open-networking-standard/
https://www.nokia.com/customer-success/ultra-ethernet-consortium-and-nokia-partner-to-develop-an-open-networking-standard/
https://www.nokia.com/customer-success/ultra-ethernet-consortium-and-nokia-partner-to-develop-an-open-networking-standard/
https://www.nokia.com/data-center-networks/networking-for-ai-workloads
https://www.nokia.com/data-center-networks/networking-for-ai-workloads
https://www.nokia.com/data-center-networks/networking-for-ai-workloads
https://www.nokia.com/data-center-networks/networking-for-ai-workloads
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Copyright and confidentiality

The contents of this document are proprietary 
and confidential property of Nokia. This document 
is provided subject to confidentiality obligations of 
the applicable agreement(s). 

This document is intended for use by Nokia’s 
customers and collaborators only for the purpose 
for which this document is submitted by Nokia. No 
part of this document may be reproduced or made 
available to the public or to any third party in any 
form or means without the prior written permission 
of Nokia. This document is to be used by properly 
trained professional personnel. Any use of the 
contents in this document is limited strictly to the 
use(s) specifically created in the applicable 
agreement(s) under which the document is 
submitted. The user of this document may 
voluntarily provide suggestions, comments or 
other feedback to Nokia in respect of the 
contents of this document ("Feedback"). 

Such Feedback may be used in Nokia products and 
related specifications or other documentation. 
Accordingly, if the user of this document gives 
Nokia Feedback on the contents of this document, 
Nokia may freely use, disclose, reproduce, license, 
distribute and otherwise commercialize the 
feedback in any Nokia product, technology, service, 
specification or other documentation. 

Nokia operates a policy of ongoing development. 
Nokia reserves the right to make changes and 
improvements to any of the products and/or 
services described in this document or withdraw 
this document at any time without prior notice. 

The contents of this document are provided 
"as is". Except as required by applicable law, no 
warranties of any kind, either express or implied, 
including, but not limited to, the implied warranties 
of merchantability and fitness for a particular 

purpose, are made in relation to the accuracy, 
reliability or contents of this document. NOKIA 
SHALL NOT BE RESPONSIBLE IN ANY EVENT FOR 
ERRORS IN THIS DOCUMENT or for any loss of data 
or income or any special, incidental, consequential, 
indirect or direct damages howsoever caused, that 
might arise from the use of this document or any 
contents of this document. 

This document and the product(s) it describes
are protected by copyright according to the
applicable laws. 

Nokia is a registered trademark of Nokia 
Corporation. Other product and company names 
mentioned herein may be trademarks or trade 
names of their respective owners.

Apply a document ID (if applicable).


